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Protein motions are essential for function. Comparing protein
processes with the dielectric fluctuations of the surrounding sol-
vent shows that they fall into two classes: nonslaved and slaved.
Nonslaved processes are independent of the solvent motions; their
rates are determined by the protein conformation and vibrational
dynamics. Slaved processes are tightly coupled to the solvent; their
rates have approximately the same temperature dependence as
the rate of the solvent fluctuations, but they are smaller. Because
the temperature dependence is determined by the activation
enthalpy, we propose that the solvent is responsible for the
activation enthalpy, whereas the protein and the hydration shell
control the activation entropy through the energy landscape. Bond
formation is the prototype of nonslaved processes; opening and
closing of channels are quintessential slaved motions. The preva-
lence of slaved motions highlights the importance of the environ-
ment in cells and membranes for the function of proteins.

. . . everything that living things do can be understood in
terms of the jigglings and wigglings of atoms.

R. P. Feynman (1)

Proteins perform most of the functions of living things, from
metabolism to thinking. Textbooks usually show proteins

naked, neglect f luctuations, and take little notice of the protein
environment. Real proteins, however, are wiggling and jiggling,
dressed by the hydration shell, and embedded in a cell or cell
membrane. Feynman (1) stated the central problem succinctly,
namely understanding protein functions in terms of the atomic
motions. We are still very far from this goal, but progress is being
made. Here we consider the effect of solvent fluctuations on
protein processes. We will show that protein motions can be
nonslaved or slaved. Nonslaved motions are independent of the
solvent fluctuations. Slaved motions have rates that are propor-
tional to the fluctuation rate of the solvent, but are smaller. We
introduce a model, based on the energy landscape of the protein,
that suggests how the protein controls its slaved dynamics. We
use myoglobin (Mb) as a prototype, but the concepts apply also
to many other proteins.

The Dichotomy of Motions
The main result of the present article emerges when the tem-
perature dependences of protein processes are compared with
the dielectric relaxation rate coefficient kdiel(T) (2) of the
solvent, essentially the average tumbling rate of the solvent water
molecules. Fig. 1 shows kdiel(T) (2) and the rate coefficients for
various processes in Mb embedded in a 3:1 (vol�vol) glycerol�
water solvent (3–7). [We do not consider vibrations here, which
can be described by normal modes (8).] We characterize the rate
coefficients for selected processes by using the Inset in Fig. 1. The
Inset shows a cross section through part of Mb with a heme group
situated in the heme cavity and a major cavity called Xe-1 and
labeled D. Small ligands such as carbon monoxide (CO) bind
covalently at the heme iron. We denote the position of the CO
by S if it is in the solvent, by A if it is bound covalently to the iron,
by B if it is still in the heme pocket but not covalently bound
(9–11), and by D (11–13) if it resides in the Xe-1 pocket. The rate
coefficient for the covalent binding B 3 A is called kBA(T) and

the one for the escape from D into the solvent is called kDS(T).
Mb molecules can assume three different structures or taxo-
nomic substates: A0, A1, and A3 (5, 14–16). Fluctuations between
these substates are denoted by k01(T) and k13(T). Fast f luctua-
tions, observed for instance by vibrational echo experiments
(17), are denoted by kff. Slower fluctuations, observed after
spectral hole burning (18), are labeled kfluct(T). The relaxations
of the width and the position of the stretch frequency of the
bound CO after a pressure release are described by the rate
coefficient krelax (14, 15).

Two classes of protein processes, nonslaved and slaved,
emerge from an Arrhenius plot (Fig. 1). The two classes of
processes are clearly distinguished in the plot of log(k�kdiel) in
Fig. 2. Nonslaved processes, such as the geminate binding of the
CO (kBA) and the fast f luctuations (kff), have temperature
dependences that are very different from kdiel(T). They follow
Arrhenius relations with pre-exponential factors of the order of
1013 s�1 or less. At least two different nonslaved processes exist.
Some, like kBA and kff, can be observed to far below 200 K. Other
fast motions, observed by using the Mössbauer effect (19, 20)
and neutron scattering (21) become unobservable below the
protein glass (dynamic) transition, which in a 3:1 glycerol�water
solvent occurs at about 170 K (5, 15). Slaved processes, such as
the escape of the CO into the solvent (kDS), and protein
relaxations and fluctuations (A0ºA1, A1ºA3, krelax, kfluct), have
approximately the same temperature dependence as kdiel, de-
pend markedly on solvent viscosity, and are absent in a solid
surrounding (3). Their temperature dependencies can be de-
scribed by the Vogel–Fulcher equation, k(T) � A exp[H�kB(T �
T0)] (14). If fit to an Arrhenius relation, the pre-exponential
factor can be much larger than 1013 s�1 and the activation
enthalpy is temperature dependent. Slaved processes can still
have small internal (i.e., nonsolvent) enthalpy barriers, as ex-
emplified by the ratio kDS�kdiel in Fig. 2. This ratio has a small
slope, corresponding to an internal activation barrier of about 10
kJ�mol, because CO is more tightly bound in D than S by about
this amount. There may also be a small internal enthalpy barrier
slowing entry and exit. Additional evidence for the solvent
control of slaved transitions comes from comparing the rate
coefficients kDS in different solvents. Table 1 gives log kDS,
log kdiel, and log(kDS�kdiel) in three different solvents at 220 K, by
using data from Kleinert et al. (7). Although the dielectric
relaxation rates differ by more than a factor of 1,000, the ratio
kDS�kdiel is unchanged. These results imply that the rate coeffi-
cient for a slaved transition can be written as

k�T� � kdiel�T��n�T�. [1]

Here k(T) is the rate of a slaved process and n(T) is a coefficient
indicating how much the protein, including the hydration shell,
slows the effect of the solvent fluctuations. The coefficient
kdiel(T) is a steep function of T (Fig. 1), whereas n(T) depends
only weakly on T. The solvent thus dominates the activation
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enthalpy for slaved processes, whereas the protein controls the
activation entropy. Fig. 2 shows that n(T) varies widely from one
process to another. It is �10 for the pressure relaxation (krelax),
103 for equilibrium fluctuations after hole burning (kfluct), 104 for
the exit of CO from Mb, and 105 for fluctuations between A0 and
A1. These observations raise two questions: How does the solvent
influence the protein? How does the protein control the coef-
ficient n(T)? We turn to the energy landscape to answer these
questions.

The Energy Landscape
Proteins and nucleic acids can assume a large number of
different conformations called conformational substates (3,

22–25). A substate is specified by the coordinates of every atom
of the protein and its hydration shell. The energy landscape thus
is a construct in a high-dimensional conformation space, with
�104 coordinates. Substates are conformational minima, de-
scribed by points in this space. The substates are organized into
tiers characterized by the magnitude of the barriers between
them. The top tier in Mb, with the largest barriers, is formed by
three taxonomic substates, A0, A1, and A3. The taxonomic
substates are identified by the stretch frequencies, �CO, of CO
bound to the heme iron. Their properties, for instance, structure,
function, and reaction rates, can be determined individually (5,
26). A1 dominates at high pH and stores dioxygen. A0 dominates
at low pH and is involved in NO enzymatics (27). The function
of A3, if any, is not known. Each taxonomic substate can assume
a very large number of different conformations, mainly because
of different orientations of amino acid side chains and confor-
mations of the hydration shell. These protein conformations are
called statistical substates because they are so numerous that
they cannot be characterized individually. Within each statistical
substate reside local conformational minima characterized by
very small barriers (28).

Protein motions are jumps between substates (29). At tem-
peratures well below 170 K in a 3:1 glycerol�water solvent only
transitions between local conformational minima are observed
(28). Above �170 K some very fast processes (k � 109

s�1 �� kdiel) are seen in inelastic neutron scattering and Möss-
bauer experiments (19–21). Slow slaved motions also become
observable above �170 K (Fig. 1). At 170 K, the slaved rate
coefficients are �10�4 s�1. We interpret the very fast processes
as transitions among local conformational minima and the slaved
motions as jumps between statistical and between taxonomic
substates. This situation is sketched in Fig. 3 (30). Fig. 3a shows
three statistical substates as shallow craters within a small part
of the energy landscape. The two coordinates fc1 and fc2 in Fig.
3 are not two coordinates of a particular atom, but are func-
tionally relevant coordinates that describe individual steps (31).
Within each crater there are many local minima, shown as small
circles. Fig. 2 and Eq. 1 imply that the rate coefficients for slaved
transitions are proportional to kdiel; for simplicity we assume that
they are given by kdiel. At �170 K, a protein in a statistical
substate fluctuates rapidly among the local minima and only
every 104 s or so jumps to another statistical substate. At
physiological temperatures, however, transitions between statis-
tical substates occur in �1 ns. The resulting dynamics is sketched
in Fig. 3b, which represents an entire taxonomic substate. Each
protein performs a random walk in the conformation space (32).
A protein starting in a substate I can reach a substate F by a large
number of different paths. Only a single realization of the many
possible paths is shown in Fig. 3b. The model introduced here
uses a Brownian motion in conformation space. An earlier
model used a Brownian oscillator in real space to explain the
temperature dependence of the mean-squared displacement at
the position of the heme iron as observed by the Mössbauer
effect (33).

Fig. 1. The temperature dependence of selected rate coefficients in Mb. The
rate coefficient for the dielectric fluctuations in the solvent (glycerol�water,
3:1 vol�vol) is denoted by kdiel (2, 7). (Inset) A cross section through part of Mb.
In state A, not labeled, the CO ligand binds at the iron in the center of the
heme group, shown in red. B indicates the site occupied by CO after dissoci-
ation from Fe, and D indicates the CO position in the Xe-1 cavity. The protein
rate coefficients refer to binding of CO at the heme iron (kBA) (3), exit into the
solvent S (kDS, ■ ) (3, 7), equilibrium fluctuations after hole burning (kfluct, })
(18), and fluctuations among the taxonomic substates A0, A1, and A3 (k01, F;
k13, Œ) (15, 16). Some of the A-state relaxation data are from ref. 67. The rate
coefficients for the shift of the center frequency and the width (pentagon, �)
of the CO stretch band after a pressure change are denoted by krelax (14, 15).
The dephasing rate of the CO stretching mode of Mb-CO is denoted by kff (17).

Fig. 2. Temperature dependence of the ratio (k�kdiel), where k stands for the
rate coefficients of the processes shown in Fig. 1. The symbols are as in Fig. 1.

Table 1. The ratio (kDS�kdiel) for Mb in different solvents at
220 K

Solvent log(kDS�s�1) log(kdiel�s�1) log(kDS�kdiel)

60% EW 3.1 8.2 �5.1
75% GW 0.7 6.0 �5.3
90% GW �0.2 5.1 �5.3

The data are from Kleinert et al. (7). W, water; E, ethylene glycol; G,
glycerol.
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Solvent Fluctuations Are Responsible for Slaving
Fluctuations permit conformational motions (34, 35), for in-
stance, f lips of the side chains and motions of the backbone, thus
causing transitions among the substates (36). Slaving, the fact
that many protein fluctuations occur with the temperature
dependence of the solvent fluctuations, implies that the solvent
fluctuations overwhelm the intrinsic f luctuations of the protein
and the hydration shell. Fluctuations in the enthalpy H, the

volume V, and the electric dipole moment M (37, 38) can be
responsible for slaving. The fluctuations are given by the relevant
susceptibilities, the heat capacity CP at constant pressure, the
isothermal bulk compressibility BT, and the polarizability (di-
electric susceptibility) � (39):

��	H�2
 � kBT2mCP, ��	V�2
 � kBTV BT,

��	M�2
 � kBTV�0�.
[2]

Here kB is the Boltzmann constant and �0 the permittivity
coefficient of vacuum. V and m are volume and mass of the
protein, respectively. The susceptibilities of solvents are larger
than those of proteins: Cp for water is �4.2 J�K�1�g�1 and 1.3
J�K�1�g�1 for proteins; BT is �4.5 � 10�10 Pa�1 for water and
�2 � 10�10 Pa�1 for proteins. Most striking is the difference for
� � � � 1, where � is the dielectric coefficient. For water, as well
as the hydration shell, � is �80. Photon-echo experiments and
calculations indicate that the protein itself, without the hydration
shell, can be modeled as having a much smaller � than the solvent
(40–43). These data suggest that the electric dipole moment
fluctuations are the dominant cause of the slaving. The fluctu-
ating dipoles in the solvent interact with the dipoles in the
hydration shell and with the charged side chains of the protein
(44). Both the dipole–dipole and the dipole–charge interactions
are long-ranged. Dipoles in a large volume of the solvent thus
dominate the dipoles in the hydration shell. The fluctuations in
the hydration shell and of the charged residues consequently are
controlled by the solvent (45) and produce volume, enthalpy, and
dielectric f luctuations in the protein. The hydration shell and the
charged residues thus couple the protein to the surrounding
thermal bath (46, 47).

The model can explain the slowing coefficient, n(T), the
hierarchy of slaved processes without large internal enthalpy
barriers, and the nonexponential time dependence of many
slaved processes. Consider the random walk in Fig. 3b where the
black square F represents, for instance, an open channel for the
escape of a CO molecule. The time to exit through a channel is
1�kDS. Because each step occurs in approximately a time 1�kdiel,
the slowing coefficient n(T) is roughly equal to the number of
steps necessary to reach the open channel substates, or n(T) �
kdiel�kDS (Eq. 1). The hierarchy of n(T) in Fig. 2 follows from
structural considerations. The pressure used in the pressure
relaxation experiments (15) produces only minor structural
changes (48) and thus only a few steps are needed for the
relaxation. Opening a channel for the entrance or exit of CO
requires a larger structural change, explaining the larger value
n(T) � 104. Fluctuations between A0 and A1 require two
independent events, swinging in and out of His-64 and the
presence of a solvated proton. Both events happen many times
before a coincidence occurs, leading to n(T) � 105. Because the
number of substates in the transition region between A0 and A1
is much smaller than the total number of statistical substates the
protein barrier is entropic (49).

Slaved processes are often nonexponential in time (14, 15, 50)
and can be described by a stretched exponential, exp{�(kt)�},
� � 1, or a power law, (1  �t)��.¶ Fig. 3b illustrates this effect
as a complex increase in mean-squared displacement with time
(homogeneous nonexponential behavior). Additionally, differ-
ent structures of the protein will have different initial substates,
I, and require different pathways to the final substate, F, with
different times required for each path (inhomogeneous nonex-
ponential behavior) (51, 52). The interplay between inhomoge-

¶Most experiments cannot distinguish between the two forms. If a given set of data is fit
by the two expressions, the rate coefficients k and � are related by � � k[exp(1��) � 1]. The
different expressions can usually fit the data nearly equally well, but the values of the rate
coefficients can be very different.

Fig. 3. 2D cross sections through the energy landscape of Mb. The functional
coordinates fc1 and fc2 describe the transitions between selected substates
(31). (a) Cross section of a small part of the energy landscape. Three statistical
substates are shown as shallow craters. The small circles inside the craters are
local conformational minima. At temperatures well below 170 K, only tran-
sitions among the local conformational minima are observable. Above 170 K,
jumps among statistical substates, induced by fluctuations in the solvent and
shown as heavy arrows, become observable. (b) At 300 K, each protein
performs a random walk in the conformation (energy) landscape. A walk that
terminates at the black square opens a channel. A walk starting from an
‘‘excited’’ state describes a relaxation. The actual random walk is far more
complex than shown here, because it occurs in a few thousand dimensions
rather than the two shown here. The scales in a and b are very different. In a
only a very small region in the conformational space is shown; b represents the
entire space of a particular taxonomic substate.
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neous and homogeneous contributions to protein dynamics has
been observed experimentally (53, 54), and modeled in detail
(55, 56). The fluctuation experiment of Shibata et al. (18), a
pressure release experiment (15), and hole-burning experiments
below 1 K (57) all give � � 0.25, suggesting anomalous diffu-
sion (58).

Slaving Occurs in Many Proteins
Mb has served as a test system for so many studies that it is
important to ask whether the concepts that have emerged are
valid also for other proteins. The answer is yes. A wide variety
of proteins display slaved processes including separated hemo-
globin chains (59), bacteriorhodopsin (60), leghemoglobin (61),
azurin (62), the photosynthetic reaction center (63), dehydro-
genases (64), catalase, phosphatase, and xylanese (65, 66).�

Conclusions
Solvent motions dominate a broad range of protein processes,
from conformational f luctuations and relaxations to ligand

motions and catalysis. The solvent is an active participant and not
an innocent bystander. Equally important is the protein energy
landscape. Without the large number of statistical substates, the
protein could not generate entropic barriers. The present approach,
based on the rate of solvent fluctuations, provides more insight than
the one based on the Kramers equation (4, 6, 7) because the rates
for protein processes are compared directly to the rates of solvent
fluctuations, without a detour involving viscosity. The results raise
many questions. Mb is a small and not particularly flexible protein.
How does slaving manifest itself in larger and multimeric proteins
that execute large conformational motions, for instance, myosin?
What is the energy landscape of a protein in vacuum? How do
protein–protein and protein–RNA interactions affect the dynam-
ics? What is the dielectric relaxation rate in membranes and cells?
Do membranes and cells use the interaction between environment
and protein to perform and control reactions? Is slaving involved
in the functions of DNA and RNA? The answers to these questions
may lead to a better understanding of how proteins work in the
biological environment.
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